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Abstract

This research article investigates the effect that hydrodynamic cavitation has on heat transfer. The fluid medium is refrigerant R-123
flowing through 227 lm hydraulic diameter microchannels. The cavitation is instigated by the inlet orifice. Adiabatic tests were con-
ducted to study the two-phase cavitating flow morphologies and hydrodynamic characteristics of the flow. Diabatic experiments were
performed resulting in surface temperatures under heat fluxes up to 213 W/cm2 and mass velocities from 622 kg/m2 s to 1368 kg/
m2 s. Results were compared to non-cavitating flows at the same mass velocities. It was found that the cavitating flows can significantly
enhance the heat transfer. The heat transfer coefficient of the cavitating flows was larger than the non-cavitating flows by as much as
84%. Single-phase and two-phase heat transfer coefficients have been elucidated and employed to deduce the heat transfer mechanism
prevailing under boiling conditions with and without the presence of cavitation.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Christopher Earls Brennen in his insightful Cavitation

and Bubble Dynamics book [1] states that ‘‘A rough but use-
ful way of distinguishing [cavitation and boiling] processes
is to define cavitation as the process of nucleation in a
liquid when the pressure falls below the vapor pressure,
while boiling is the process of nucleation that occurs when
the temperature is raised above the saturated vapor/liquid
temperature”. The engineering communities are in fact divided
across this line, and researchers studying heat transfer sel-
dom interact with their fellows investigating cavitation.
Heat transfer is infrequently studied in the presence of cav-
itation, and the existing studies are mostly concerned with
ultrasonic cavitation [2–9]. This is surprising since it is fre-
quently argued that the formation of two-phase flow is
commonly associated with significant heat transfer enhance-
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ment. The flow morphologies formed in cavitating flows
(e.g., annular, bubbly, etc.) may significantly augment the
thermal performance of heat exchangers. Presently, very
limited data is available to validate/invalidate this hypoth-
esis, and to provide engineering guidelines and scientific
knowledge about this phenomenon.

Hydrodynamic cavitation has been extensively investi-
gated in the last century [1,10–16] and is a rich field of
current study. The present cavitation knowledge (experi-
mental and analytical) has contributed immensely towards
improving the design of rudimentary conventional scale
fluid machinery like hydrofoils [17,18], valves [18–22],
orifices [20–30] and venturis [31–40]. Mishra and Peles
[41–45] in several recent publications have extended this
research endeavor to study hydrodynamic cavitation in
micro systems. Their results revealed unique cavitating flow
morphologies which were not reported previously in cavi-
tating macro scale systems, and have inspired Schneider
et al. [46] to study heat transfer in the presence of cavitating
de-ionized (DI) water flow in microchannels. Their study
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Nomenclature

A area, m2

Af total fin surface area, m2

Ap planform area (surface area of silicon block), m2

As surface area, m2

At total heat transfer area ðAb þ gf AfÞ, m2

cp specific heat, kJ kg�1 K
Dh channel hydraulic diameter, m
f friction factor
F3,4 correction factor in Eq. (18)
G mass flux, kg m�2 s�1

h heat transfer coefficient, W m�2 �C�1

�hsp average single-phase heat transfer coefficient,
W m�2 �C�1

�htp average two-phase heat transfer coefficient,
W m�2 �C�1

H channel height, fin height, m
hfg heat of vaporization, kJ kg�1

I electrical current, A
k isotropic constant Eq. (15)
kfluid thermal conductivity of the fluid, W m�1 �C�1

ks thermal conductivity of the Silicon block,
W m�1 �C�1

L channel length, m
Lsp length single phase, m
Lth thermal entrance length, m
Ltp length two-phase, m
MAE mean absolute error
m fin parameter in Eq. (8)
_m mass flow rate, kg s�1

N number of microchannels
Nu Nusselt number
Nu average Nusselt number
P electrical power, W
PGO partial pressure of oxygen, kPa
pe exit pressure, kPa
pi inlet pressure, kPa
Poe pressure in orifice, kPa
pv vapor pressure, kPa
Pr Prandtl number
q00 heat flux, W cm�2

_Qloss heat loss, W

R electrical resistance, X
R0 initial radius of vapor bubble, m
Rf finial radius of vapor bubble, m
Re Reynolds number based on the channel hydrau-

lic diameter
S surface tension, N m�1

t time, s
ts thickness of silicon block, m
T temperature, �C
T average surface temperature, �C
Te exit temperature, �C
T F average fluid temperature, �C
T heater average heater surface temperature, �C
Ti inlet temperature, �C
u liquid velocity at the inlet restrictor, m s�1

V electrical voltage, V
W channel width, m
Wb distance between two microchannels, m
x quality
z distance from the inlet, m

Greek symbols

b aspect ratio
Dp pressure drop, kPa
DT i temperature difference between T and T i, �C
gf fin efficiency
go overall fin efficiency
q density, kg m�3

r cavitation index

Subscripts

amb ambient
e exit
F fluid
f fin
i inlet
m mean
s surface
sp single phase
tp two phase

B. Schneider et al. / International Journal of Heat and Mass Transfer 50 (2007) 2838–2854 2839
has revealed significant heat transfer enhancement when
cavitation was instigated.

Like cavitation, heat transfer is a well defined and estab-
lished field of study. In recent years the heat transfer com-
munity has been closely examining a new class of thermal
devices termed by Thome [47] micro-thermal-mechanical
systems (MTMS). Single-phase/boiling flow in microchan-
nels [47–71]/pin fin heat sinks [72–75], along with various
other configurations have been studied. A primary motive
in this new effort is to provide the electronics industry with
cooling solutions that will enable the development of
exceedingly high power dissipation electronics like CPUs,
and laser diodes. The results presented by Schneider et al.
[46] on hydrodynamic cavitation enhanced heat transfer
offer a promising avenue to pursue as part of this exciting
effort. However, much is still unknown about the effect of
cavitation on heat transfer.

This study is aimed at extending the current scientific
knowledge of this phenomenon by presenting results of
cavitating flow of R-123 in a microchannel device estab-
lished by inlet orifices. Heat transfer coefficients during
cavitating conditions have been obtained and compared
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to the corresponding values of non-cavitating flow. As a
result, multifarious cavitating flow morphologies have been
identified under various hydraulic conditions. The results
clearly indicate the potential merit of hydrodynamic cavita-
tion as a phenomenon which can be exploited to enhance
heat transfer. A brief review on cavitating flow through ori-
fices is provided in Section 2. The design and fabrication of
the micro-orifice are presented in Section 3, while the
experimental setup description and the experimental proce-
dure are provided in Section 4. Section 5 is devoted to the
discussion of the experimental results and Section 6 pre-
sents the conclusions of this investigation.
2. Background

Fluid flow through orifices is characterized by a signifi-
cant drop in the static pressure right after the orifice. The
hydraulic grade lines (HGL) for flow through an orifice
are shown in Fig. 1. A sharp pressure drop is observed
downstream of the micro-orifice because of the sudden
reduction in the flow area. The reduction in static pressure
is accompanied by an acceleration of the fluid and a subse-
quent increase in the fluid velocity between points 1 and 2.
The location (point 2) where the static pressure drops to its
minimum and the velocity rises to its maximum, is termed
the Vena Contracta. Therefore, large dynamic heads are
present at the orifice throat (Vena Contracta) and can cause
the static pressure to fall to a very low value.

The rudimentary requirement for the formation of
hydrodynamic cavitation is the reduction of static pressure
Fig. 1. Hydraulic gradient line (HGL) fo
to a critical value. This can be achieved by dramatically
changing the area of a microchannel by introducing a
micro-orifice in the flow field. A variety of cavitating and
non-cavitating flow regimes are encountered as the exit
pressure is brought down. A reduction in the exit pressure
is accompanied by a reduction in the static pressure at the
Vena Contracta (HGL 1). Proceeding on similar lines and
further reducing the exit pressure causes the static pressure
at the Vena Contracta to fall and results in an increase in
the discharge (HGL 2). When the Vena Contracta pressure
reaches a critical value, it promotes the growth of nuclei
(submicron bubbles) by diffusion of dissolved gas into the
available nuclei. The static pressure is still above the vapor
pressure of the liquid therefore the mechanism of bubble
growth is dominated by gaseous cavitation. Further reduc-
tion of the exit pressure lowers the static pressure at the
Vena Contracta to the vapor pressure of the liquid (HGL
3) and forms a vapor cavity. After this physical limit has
been reached, further attempts to increase the flow rate
by reducing the exit pressure are ineffective. This is defined
as choked flow or choked cavitation. The exit pressure
loses its control over the discharge.
3. Device overview and fabrication

Fig. 2a displays the microchannel device consisting of
five 1-cm long, 200-lm wide and 264-lm deep, parallel
microchannels, spaced 200 lm apart. In order to minimize
ambient heat losses an air gap was formed along the two
ends of the side walls, and inlet and exit plenums were
r fluid flow through a micro-orifice.



Fig. 2. (a) CAD model of the microchannel device and (b) geometry of the inlet region (dimensions in lm).
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etched into the thin silicon substrate (�150 lm). A heater
was deposited on the backside to deliver the heating power
and serves as a thermistor for temperature measurements.
A Pyrex substrate was used to seal the device from the
top and allow flow visualization. Flow distributive pillars
were used to provide homogeneous distribution of flow in
the inlet. They are arranged in two columns of 12 circular
pillars having diameters of 100 lm. The transverse pitch
between the pillars is 150 lm and equal to the longitudinal
pitch. Five 20-lm wide, 200-lm long orifices were installed
(Fig. 2b) at the entrance of each channel to promote cavi-
tation events.

4. Experimental test rig and procedure

4.1. Microchannel fabrication method

The MEMS (MicroElectroMechanical Systems) device
was micromachined on a polished double-sided n-type
h100i single crystal silicon wafer employing techniques
adapted from IC manufacturing. The device was equipped
with pressure ports at the inlet and at the exit to obtain
accurate static pressures measurements. The microfabrica-
tion processes used to fabricate the device are identical to
the processes detailed in several previous papers [46,56]
and therefore not comprehensively discussed here.
4.2. Experimental test rig

A schematic of the experimental setup is shown in Fig. 3.
Major components are a pump, a filter, flow meters (rota-
meters), a packaging module, and a microchannel device.
The microchannel device is packaged by sandwiching it
between two plates. The fluidic seals are forged using mini-
ature ‘‘o-rings”. The external electrical connections to the
heater are installed from beneath through spring-loaded
pins, which connect the heater to electrical pads residing
away from the main MEMS device body. Resistance, pres-
sure, and flow measurements are taken at a fixed flow rate in
the loop. The electrical power is supplied to the device with
an INSTEK programmable power supply, while electrical
current and voltage are measured through an accurate HP
digital multimeter. A HNP Mikrosysteme micro annular
gear pump capable of generating flow rates from 0.3 ml/
min to 18 ml/min is used to propel the liquid from a reser-
voir through the MEMS device. Inlet and exit pressures
are measured via pressure transducers. An Omega F-111
flow meter is used for flow rate measurement. Pressure
and flow rate data are acquired together with the voltage
and current data and are sent to the spreadsheet file for data
reduction. The flow is proctored with a microscope and flow
images are taken via a Vision Research Phantom V-4 series
high-speed camera capable of capturing frames with a rate



Fig. 3. Experimental setup.
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of up to 90,000 frames/s, with a maximum resolution of
512 � 512 pixels, and a minimum exposure time of 2 ls.

4.3. Experimental procedures and data reduction

In this study adiabatic and diabatic conditions were
tested in the presence of cavitating and non-cavitating
flows. The diabatic experiments were performed for condi-
tions corresponding to exit mass qualities smaller and lar-
ger than zero. Refrigerant R-123 was used as the working
fluid at three fixed flow rates. For the cavitating flow con-
ditions, the exit pressure was reduced until the desired
cavitating conditions were reached. For the non-cavitating
flow conditions, the inlet and exit pressures were carefully
controlled to maintain the proper flow rate while keeping
the flow from cavitating. Prior to recording data the device
was calibrated in a well insulated and temperature con-
trolled oven, and a heater electrical resistance–temperature
linear calibration curve was generated (Fig. 4). A standard
deviation of 0.16 �C was obtained between the individual
data points and the calibration curve. The curve was then
used during data reduction to extract the average tempera-
ture of the device. Thereafter, voltage was applied in 0.5 V
increments to the heater, and the current/voltage data were
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Fig. 4. Heater electrical resistance–
recorded along with pressure data from the inlet and exit
pressure ports once steady state was reached. The power
to the device was turned off when the average surface tem-
perature of the heater rapidly increased with minor
increase in the input power, indicating critical heat flux
(CHF) conditions. Flow visualization through the high-
speed camera and microscope complemented the measured
data and enabled the characterization of flow patterns pre-
vailing along the microchannels. Images of flow patterns
were recorded at both adiabatic and diabatic tests for each
operating condition.

The dissolved gas concentration in the liquid is an
important parameter in cavitation and boiling experiments
[76,77]. However, measuring dissolved gas content in non-
aqueous solutions (e.g., refrigerants) is a very arduous task
and is an issue that has not been fully resolved by the sci-
entific community. To overcome this matter, it is common
to report the saturation pressure to which the liquid was
exposed before experimentation. In the current study the
dissolved gas concentration of the refrigerant corresponds
to the saturation conditions at atmospheric pressure and
room temperature.

Data obtained from the voltage, current and pressure
measurements was used to calculate the cavitation index,
8.5 9 9.5

 (Ω)

temperature calibration curve.
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the heat transfer coefficients, and the Nusselt numbers. The
pressure data from the inlet and outlet was used to obtain
the dimensionless cavitation index through the following
expression:

r ¼ pe � pv
1
2
qu2

ð1Þ

The electrical input power and heater resistance, respec-
tively, were determined with

P ¼ V � I ð2Þ

and

R ¼ V =I ð3Þ

The surface temperature at the base of the microchannels
was then calculated as

T ¼ T heater �
ðP � _QlossÞts

ksAp

ð4Þ
4.3.1. Non-boiling fluid flow

The exit fluid temperature was calculated with a calori-
metric balance, and the average fluid temperature is
expressed as

T F ¼
T i þ T e

2
ð5Þ

Assuming that the walls of the channels behaved as one-
dimensional fins with adiabatic tip, the power input was
related to the average single-phase heat transfer coefficient
in the channel

P � _Qloss ¼ goAt
�hspðT � T FÞ ð6Þ

where go is the overall surface efficiency of the microchan-
nel configuration:

go ¼
NgfAf þ ðAt � NAfÞ

At

ð7Þ

where

gf ¼
tanhðmHÞ

mH
; m ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�hsp2ðLþ W Þ

ksWL

s
; Af ¼ 2W bL ð8Þ

Eqs. (4)–(8) were employed to evaluate �hsp with an iterative
scheme.

4.3.2. Boiling flow
During boiling flow the channel was sub-divided into

two separate regions, a two phase region where boiling
was occurring (Ltp) and a region where the flow was still
single phase (Lsp). The length of each region was found
through flow visualization for the non-cavitating flow.
For the cavitating flow the channel was assumed to be
entirely two phase (Ltp). The assumption of modeling the
channel walls as a one-dimensional fin was carried over
from the single phase analysis and used to calculate the
average boiling heat transfer coefficient �htp as follows:
�htpðT tp � T satÞðWLþ AfgfÞ ¼
ðP � _QlossÞðW þ W bÞL

Ap

ð9Þ

The inlet and exit surface temperatures are given as

T si;sp ¼ T i þ
ðP � _QlossÞ

hspAs

ð10Þ

T se;sp ¼ T sat þ
ðP � _QlossÞ

hspAs

ð11Þ

Average wall temperature:

T sp ¼
T si;sp þ T se;sp

2
ð12Þ

By calculating T sp, T tp can be evaluated using a weighted
average of the single phase and two phase wall temperature
regions:

T tp ¼
T L� T spLsp

Ltp

ð13Þ

The exit quality can be calculated using an energy balance
where the net power supplied to the device and the mass
flux are known

xe ¼
ðP � _QlossÞ � _mcpðT sat � T iÞ

_mhfg
ð14Þ

The uncertainties of the measured values, were obtained
from the manufacturer’s specification sheets, while the
uncertainties of the derived parameters were calculated
using the method developed by Kline and McClintock
[78]. Uncertainties in the heat transfer coefficients, cavita-
tion numbers, and average temperature are estimated to
be 4.7%, 2.3%, and 1.2 �C respectively.

4.4. Heat losses

To minimize heat loss by conduction through the sides of
the device, air gaps were etched into the silicon substrate
along the length of the channels. In order to estimate the
heat losses occurring in the intake and exit plenum, a one-
dimensional fin analysis was performed. From this simple
analysis it was found these heat losses were approximately
5–10% of the total power and could not be neglected
(Fig. 5). To verify the estimated heat loss, electrical power
was applied to an evacuated test section. During steady
state conditions a temperature difference versus power
curve was plotted and used to compare the heat loss associ-
ated with each experimental data point to the fin analysis.
The results from this comparison showed very good agree-
ment. The measured heat loss was then subtracted from the
total heat supplied to the heat sink under forced flow condi-
tions, and used for data analysis. Heat losses from the top
and bottom surfaces were estimated by again assuming
one-dimensional conduction. These results yielding mini-
mal losses of �0.03 W and �0.015 W, respectively, com-
pared to the 2–50 W applied at the heater, and these
losses were neglected during data analysis.
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5. Results and discussion

In the study of convection heat transfer, the flow field is
frequently assumed to be independent of the thermal field,
while the heat transfer is commonly understood as being
strongly dependent on the hydrodynamic characteristics
of the flow. Since the characteristics of the cavitating flow
is primarily dictated by the hydrodynamic field it is useful
to first study the phenomena without the presence of heat
transfer, and then introduce thermal load to explore its
effects on the flow field and vice versa. Concurring with this
logic, adiabatic tests are initially reported (Section 5.1), fol-
lowed by the heat transfer study (Section 5.2).
5.1. Hydrodynamics

For the adiabatic flow experiments, a fixed mass flux of
1368 kg/m2 s was maintained at five different exit pressures.
The exit pressure varied over a range corresponding to
three different flow patterns: single phase flow (exit pres-
sure of 480 kPa), transition to cavitating flow (exit pressure
of 293 kPa), and cavitating flow pattern (288 kPa, 230 kPa,
and 146 kPa).

The cavitation inception number obtained in the current
study with R-123 is significantly higher than the reported
values for water in short micro-orifices entrenched inside
microchannels obtained by Mishra and Peles [41,45]. The
increased cavitation susceptibility of the coolant compared
to water can be attributed to the distinct difference in
the physical properties of the two liquids and to higher
dissolved air concentration. It is well documented and
understood that water, having high surface tension
(r = 0.07232 N/m at 23 �C), can withstand significant ten-
sile stress [11,79]. Since R-123 has low surface tension
(r = 0.01545 N/m at 23 �C) it is more prone to rupture at
much higher pressures than water. However, low surface
tension liquids, such as R-123, tend also to highly wet
many engineering surfaces such as native oxide silicon sur-
faces. Such liquids flood surface nuclei and cause the effec-
tive nuclei radii to diminish. Thus, contrary to the affects of
surface tension, the wettability of R-123 suppresses the
activation of surface nuclei bubbles to promote cavitation.
This suggests that unlike the results of Mishra and Peles for
water flow over short micro-orifice, stream nuclei rather
than surface nuclei are accountable for the initial appear-
ance of inchoate bubbles in the current study. The dwell
time necessary for stream nuclei to grow under low pres-
sure ambient can be expressed as [1]

t ¼ Ro

Z Rf=Ro

1

2ðP V � P1Þð1� x�3Þ
3q

�

þ 2P G0ðx�3k � x�3Þ
3ð1� kÞq � 2Sð1� x�2Þ

qRox

��0:5

dx ð15Þ

Assuming a spherical stream nuclei of diameter 1 lm
enter the orifice, the time required for the bubble to reach
10 lm under the saturation dissolved air concentration at
the inlet conditions is estimated to be 0.246 ls. The time
spent by the nuclei in the orifice is 21.5 ls for G =
1368 kg/m2 s. It follows that for the present flow conditions
a stream nuclei has sufficient time to applicably grow and
trigger cavitation.

Once cavitation is triggered in the microchannel, further
pressure reduction succeeds in promoting very rapid exten-
sion of cavitation events downstream. The transition from
cavitation inception to supercavitation which stretches
downstream of the micro-orifice until the channel exit
(270 micro orifice hydraulic diameters downstream) was
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abrupt and partial cavitation was merely present over a very
short range of cavitation numbers. Similar trend for water
flow was observed by Mishra and Peles [41,45] for micro-
channels, and by Pennathur et al. [80] for cavitating flow
over micro-hydrofoil. In conventional scale orifices the
transition between cavitation inception to supercavitation
occurred over a significantly broader range of cavitation
numbers [24,30]. This supports the hypothesis made by Mis-
hra and Peles [41,42,45] based on their results and the study
of Pennathur et al. [80] that suggests that the transition
from single-phase liquid flow to cavitating flow in microsys-
tems is a condition which marks a major transformation
between completely different hydrodynamic flow fields.

In the fully developed cavitation flow, various flow mor-
phologies were present in the microchannel depending on
the cavitation number and longitudinal location along the
channel. Theses flow patterns are classified into five catego-
ries, which are schematically depicted in Fig. 6. They are

1. liquid single-phase,
2. liquid jet,
3. transition region,
4. annular and wavy-annular,
5. bubbly.
Fig. 6. Schematic of flow patterns: (a) microchann
The flow patterns are mapped as a function of the cav-
itation number and longitudinal location in the channel
and are shown in Fig. 7.

A thin liquid jet is observed for the cavitating flows at
the orifice exit which extends up to 20 or 25 micro orifice
hydraulic diameters downstream depending on the cavita-
tion number (Fig. 8a). Alongside the main jet a thin liquid
layer around the twin cavities is formed on the channel
sidewalls. Further downstream a transition region is
formed (Fig. 8b). It is apparent that the start point and
length of this transition region is controlled by the cavita-
tion number. For decreasing cavitation numbers the first
appearance of the transition region occurs further down-
stream of the orifice and travels for an extended distance
downstream. The wavy annular flow pattern is only
observed for cavitation numbers less than about three
and follows the same general trend of the two patterns
described above, increasing in length as the cavitation
index decreases (Fig. 8c). Following the transition region
the vapor breaks into small bubbles and the bubbly flow
pattern prevails (Fig. 8d). The bubbly flow pattern extends
to the channel exit (Fig. 8e) and is the dominant flow con-
dition for all the current experiments. It is significantly
more dominant than for water flow in similar configuration
el inlet and (b) collapse of elongated bubble.



Fig. 7. Flow map under adiabatic conditions G = 1368 kg/m2 s.

Fig. 8. (a) Liquid jet at inlet region single channel, adiabatic G = 1368 kg/m2 s (r = 0.95), (b) short cavity at the inlet region followed by a longer
transition region adiabatic, G = 1368 kg/m2 s (r = 2.27), (c) wavy annular flow condition adiabatic, G = 1368 kg/m2 s (r = 0.95), (d) elongated bubbles
middle of channel at adiabatic, condition G = 1368 kg/m2 s (r = 3.18) and (e) bubbly flow at the exit region for short cavities at adiabatic condition
G = 1368 kg/m2 s (r = 0.95).
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[42]. This is not entirely unexpected since R-123 has very
low surface tension and has comparable viscosity to water.
It has been reported in numerous archival reports [81] that
viscous forces tend to abet the breakup of the vapor/gas
interface while surface tension tends to prevent vapor
break up. This is apparent in the current study.
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Fig. 9 displays the pressure drop between the inlet and
exit plenum normalized by the pressure drop for non-cav-
itating flow as a function of a non-dimensionalized cavita-
tion inception index. Similar to Mishra and Peles [42] the
pressure loss required to promote cavitation is minimal
compared to the non-cavitating conditions. It can therefore
be concluded that the promotion and growth of cavitating
flow patterns require only minor pressure drop penalties, at
least under the current conditions studied in the current
investigation.
5.2. Heat transfer

This section is divided into three subsections. The first
subsection reports and discusses results obtained for sin-
gle-phase liquid flow. The second subsection deals with
cavitating flows with exit qualities lower than zero (termed
non-boiling). The third subsection considers data pertain-
ing to saturated boiling conditions (exit qualities larger
than zero).
5.2.1. Single-phase liquid heat transfer

Fig. 10 depicts the experimental Nusselt number for the
single-phase liquid flow and the corresponding value
obtained using the following Shah and London [82] corre-
lation for developing flow:

Nu ¼ 0:775ðf � ReÞ1=3ðx�Þ�1=3 ð16Þ

where x� ¼ x=ðDh � Re � PrÞ ð17Þ

In order to account for the adiabatic top wall a correction
factor, F3,4 frequently used in various studies [65,83,84] was
employed. This correction factor is the ratio of fully devel-
oped laminar Nusselt numbers Nu3, and Nu4 for three and
four walls respectively

F 3;4 ¼ Nu3=Nu4 ð18Þ

where
Nu3 ¼ 8:235ð1� 1:883bþ 3:767b2

� 5:814b3 þ 5:361b4 � 2:0b5Þ ð19Þ

Nu4 ¼ 8:235ð1� 2:042bþ 3:085b2

� 2:477b3 þ 1:058b4 � 0:186b5Þ ð20Þ

The agreement between the correlation and the data for
low Reynolds numbers is reasonable, while for the highest
Reynolds number the correlation significantly underpre-
dicts the result. It is also apparent that all the experimental
data are larger than the correlation prediction. The discrep-
ancy can be attributed to several factors. Shah and Lon-
don’s [82] correlation assumes uniform velocity at the
inlet whereas in the current study the velocity profile is
completely transformed by the presence of the jet emanat-
ing from the inlet orifice. In the immediate region down-
stream of the orifice the flow is detached and reattaches
with the channel walls further downstream. This tends to
extend the developing region. Furthermore, in flow
through orifices there are three flow regimes [85]. In the
first flow regime, the approach flow to the orifice is laminar
and stays laminar even after passing via the orifice (lami-
nar–laminar–laminar flow regime). Upon increasing the
Reynolds number a second flow regime is encountered,
wherein the laminar approach flow becomes turbulent
immediately downstream of the orifice but relaminarizes
upon traveling further downstream in the microchannel
(laminar–turbulent–relaminarization). Finally, when the
Reynolds number exceeds a critical value the approach
flow becomes turbulent and remains turbulent at all loca-
tions downstream, leading to turbulent–turbulent–turbu-
lent regime. At the conventional scale, Lakshmana Rao
et al. [85] and Johansen [86,87] report a critical Reynolds
number for the first appearance of turbulent flow immedi-
ately downstream of the orifice (laminar–turbulent–relam-
inarization regime) of 300 6 ReCrit 6 400 for sharp-edged
and quadrant-edged orifices ð0:2 6 b 6 0:6Þ. It has been
confirmed [88] that the characteristics transition Reynolds
number to laminar–turbulent–relaminarization at the
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micro scale generally concur with conventional scale val-
ues. More recent studies on the dynamics of low Reynolds
number flows in a symmetric channel with a sudden expan-
sion [89–91] have revealed the existence of bifurcation
points at a critical Reynolds number at which asymmetric
flow states emerge. It was also found that the transition
depends on the geometry under investigation. Alleborn
et al. [91] extended the steady-state bifurcation diagrams
to higher values of Re and found higher-order bifurcation
points. It has been shown that the existence of these bifur-
cation points can significantly increase the heat transfer
coefficient [92,93] which might explain the increase in the
Nusselt number for the highest Reynolds number in the
current study. It should be noted that Nusselt number cor-
relations that capture the current configuration and
account for bifurcation states (and early transition to tur-
bulent flow) are not generally available; therefore, the Shah
and London correlation should be merely considered as a
reference.
5.2.2. Non-boiling flow

The average heat flux as a function of average surface
temperature for non-cavitating and cavitating flow patterns
at three mass velocities: 1368, 1036, and 622 kg/m2 s are
shown in Fig. 11. Table 1 provides the corresponding cav-
itation index for each mass velocity. A substantial reduc-
tion in the average surface temperature is obtained by
promoting cavitating flows. The heat transfer enhancement
during cavitating flows compared to non-cavitating flows is
attributed to two distinct factors and can be better under-
stood when expressing the surface temperature using New-
ton’s law of cooling
T s ¼
q00

hA
þ T m ð21Þ

A reduction of the surface temperature (for a given heat
flux) can be brought about by increasing the heat transfer
coefficient and/or reducing the flow temperature (the heat
transfer area is unchanged during the study). The bubbly
flow is characterized by exceedingly agitated flow (rapid
mixing and advection), which results in elevated heat trans-
fer coefficients. Furthermore, the presence of bubbles
(gases or vaporous) in the flow effectively reduces the
hydraulic diameter of the liquid phase and thus reduces
the boundary layer thickness. It is well documented [94]
that with diminishing length scale the heat transfer coeffi-
cient (h) increases in channel flows ðh / 1=DhÞ. Similar
reasoning has been used by several authors (e.g., [95]) to
support the apparent heat transfer augmentation of annu-
lar flow compared to single-phase liquid flow in conven-
tional systems.

Since it is postulated that gaseous rather than vaporous
cavitation predominates the two-phase flow as evident by
the high cavitation numbers at cavitation inception,
liquid/vapor phase change is not predicted to ensue and
affect the heat transfer (at least at low heat fluxes). As a
result the two-phase mixture does not maintain constant
temperature along the channel (as would be expected dur-
ing boiling flow), and the reduction of the surface temper-
ature during cavitating flow is not a result of lower flow
temperature (at least at low heat fluxes) compared to the
non-cavitating flows at the same mass velocities and heat
fluxes.

The average non-boiling heat transfer coefficients for
three different flow rates during cavitating flows are shown
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Fig. 11. Heat flux versus average surface temperature (a) all mass fluxes tested, (b) G = 622 kg/m2 s, (c) G = 1036 kg/m2 s and (d) 1368 kg/m2 s.

Table 1
Adiabatic cavitation number for the tested flow rates

G (kg/m2 s) ra

Cavitation 622 3.6
1036 2.7
1368 3.9

Non-cavitation 622 13.6
1036 11.8
1368 9.1
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together with the results for the single-phase flows corre-
sponding to low heat fluxes in Fig. 12. The average heat
transfer coefficients of the cavitating flows compared to
the single-phase flows is enhanced by 40%, 63%, and 84%
for mass velocities of 622 kg/m2 s, 1024 kg/m2 s, and
1368 kg/m2 s, respectively. It is apparent that the heat
transfer coefficients of the cavitating flows increase with
heat flux. However, the flow morphology is not strongly
affected by the presence of heat transfer. This has been also
shown in Fig. 7 by the relatively minor changes of the flow
patterns with decreasing cavitation numbers (as long as the
cavitating flow is fully developed and extends to the chan-
nel exit). The increase in the heat transfer coefficient might
therefore be due to the intensification of the cavitation
events and not through the modification of the flow pat-
terns. That is, the bubbly flow can still predominate in
the entire channel, however, the bubble count and size
(void fraction) might be significantly altered. Furthermore,
although the exit quality is still below zero the reduced
local pressure downstream of the orifice can, under some
conditions, promote nucleate boiling at temperatures well
below the exit liquid and surface saturation temperature.
However, the current experimental capabilities lack the
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ability to obtain local pressure measurements in order to
fully account and quantify the relationship between cavi-
tating flow morphologies and the heat transfer coefficient.

5.2.3. Boiling flow
From Fig. 11 it is apparent that the characteristic heat

flux - surface temperature trend of the cavitating flow is less
affected by the presence of boiling than the non-cavitating
flow. For the non-cavitating flow the abrupt modification
of the slope marks a rapid change from boiling inception
to fully developed nucleate boiling. This is also linked
with the significant temperature overshooting frequently
observed in this study and also shown in Fig. 11b and d.
With no temperature overshooting (Fig. 11c) the transition
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from boiling inception to fully developed nucleate boiling is
accompanied through a ‘partial boiling’ zone. Since the
cavitating flow is a two-phase phenomenon regardless of
the heat flux the transition to boiling flow is not marked
by a distinct condition and therefore temperature hysteresis
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Conventional scale knowledge tends to classify the heat
transfer mechanisms into two categories (in the pre criti-
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boiling. Convective boiling is characterized by the depen-
dency of the heat transfer coefficient on mass velocity
and exit quality, while nucleate boiling is dependent on
heat flux and weakly dependent on exit quality and mass
velocity. In the last several years relatively large numbers
of studies have been dedicated to unveil the heat transfer
mechanism prevailing during boiling flow in microchannels
[47,55,58, 59,62,63,71], and a definite conclusion is far from
being settled. The disagreement in the heat transfer com-
munity is well documented in several recent excellent
reports [47, 63,71]. Thome and co-workers approach
[47,63] is definitely refreshing and might be the proper ave-
nue to pursue for microchannels boiling flows. However,
the utilization of a new approach requires sufficient evi-
dence (experimental validation) to justify its use. Therefore,
in the current study we adopt a conservative approach
based on conventional scale classifications to identify the
heat transfer mechanisms. As shown in Fig. 13 the average
two-phase heat transfer coefficient (corresponding to mod-
erate to high heat fluxes) of the cavitating flows varies little
with heat flux even at high heat fluxes and increases consid-
erably with mass velocity. This suggests that the predomi-
nant heat transfer mechanism is convective boiling for all
mass velocities and is dictated by the cavitating hydrody-
namic flow field. The large increase in the heat transfer
coefficient between the data for G = 1036 kg/m2 s and
G = 1368 kg/m2 s can also imply that the flow field for
the high mass velocity flow is turbulent. The heat transfer
coefficient of the non-cavitating flows is strongly affected
by the thermal field. At low heat fluxes the heat transfer
coefficient increases with heat flux, then reaches a maxi-
mum before decreasing. While the increasing trend of htp

with heat flux for low and moderate mass velocities
(G = 622 kg/m2 s and G = 1036 kg/m2 s) stretches over rel-
atively large range of heat fluxes, the data for the high mass
velocity peaks at a very low heat flux (also quality), and
thereafter monotonically decreases. This suggests that for
high mass velocities the heat transfer is dominated by con-
vective boiling while at medium and low mass velocities the
heat transfer is dominated by nucleate boiling. If one
assumes nucleate boiling to dominate the heat transfer
the heat transfer coefficient should be independent of mass
velocity and exit quality. If the data for the high mass
velocity is eliminated the heat transfer coefficient seems
to vary little with mass velocity, suggesting nucleate boiling
heat transfer. The bubble nucleation emanating from the
surface and the bubble flow detected during boiling in the
low and moderate mass velocity of the non-cavitating flow
do in fact support the predomination of nucleate boiling.

6. Conclusions

Convective heat transfer of R-123 in the presence of
assorted cavitating flow patterns has been investigated
and discussed in flow through rectangular micro-orifices
entrenched inside micro channels. The main conclusions
drawn from this study are:
1. Bubbly flow morphology dominates fully developed cav-
itating flow of low surface tension liquids like R-123 in
microchannels.

2. Significant heat transfer enhancement was obtained with
cavitating single-phase flows compared to non-cavitat-
ing single-phase flows.

3. When boiling was initiated the deviation between the
cavitating and non-cavitating flows diminishes with heat
flux.

4. The effect of boiling on the heat transfer characteristics
was less detrimental for cavitating flows compared to
non-cavitating boiling flows. Furthermore, for non-cav-
itating flows the onset of nucleate boiling was accompa-
nied by temperature overshooting. This did not occur
for cavitating flow.

5. It appears that the heat transfer mechanism of the cav-
itating flows when boiling is triggered is dominated by
convective boiling, while for the non-cavitating flows
at low to medium qualities the heat transfer mechanism
appears to be nucleate boiling and at higher qualities to
be convective boiling.
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